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Forensic science error rate studies have not given sufficient attention or weight to inconclusive evidence
and inconclusive decisions. Inconclusive decisions can be correct decisions, but they can also be incorrect
decisions. Errors can occur when inconclusive evidence is determined as an identification or exclusion, or
conversely, when same- or different-source evidence is incorrectly determined as inconclusive. We
present four common flaws in error rate studies: 1. Not including test items which are more prone to
error; 2. Excluding inconclusive decisions from error rate calculations; 3. Counting inconclusive decisions
as correct in error rate calculations; and 4. Examiners resorting to more inconclusive decisions during
error rate studies than they do in casework. These flaws seriously undermine the credibility and accuracy
of error rates reported in studies. To remedy these shortcomings, we present the problems and show the
way forward by providing a corrected experimental design that quantifies error rates more accurately.
© 2020 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND

Expert decision making

license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Sciences are based on measurement of data, that are observable,
quantifiable, and replicable. If the data are not quantifiable, then
the ability to conduct experimentation, find regularities, falsify
hypotheses, and make predictions is undermined [1]. Without
quantification, science is restricted, perhaps even non-existent, as
science requires quantification to measure the phenomena it is
investigating. Not only is quantification a basic requirement to
conduct scientific inquiry, but it is also critical for communicating
the findings. This is especially important in a domain such as
forensic science, where science is used as evidence in court [2]. The
fair administration of justice requires that science is accurately and
effectively communicated to the fact finders (e.g. Ref. [3]).

One critical measurement metric in all sciences, and in forensic
science in particular, are error rates —the topic of this article.
Knowing the error rates in a particular forensic domain is a vital
measurement needed to ascertain the weight of the evidence. The
appropriate weight of the evidence cannot be known without some
sense of the rates at which the technique errs [4]. Despite that, most
forensic domains do not have properly established error rates
[5—9]. As noted by the National Academy of Sciences [10] “The
assessment of the accuracy of the conclusions from forensic
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analyses and the estimation of relevant error rates are key com-
ponents of the mission of forensic science” (p. 122), but, “In most
areas of forensic science, no well-defined system exists for deter-
mining error rates” (p. 188). Hence, when forensic experts claim
that a fingerprint found at the crime scene is that of the suspect, or
that the gun found in the defendant’s home is the gun which fired
the cartridge case found at the crime scene, there is a problem in
assessing the probative value of that conclusion.

Not only do properly established error rates not exist in many
forensic domains, but forensic experts have appeared in court
claiming their error rates were zero, and that they and their tech-
niques are infallible [11]. Such claims are not only unfounded, but
also, as stated by the National Academy of Sciences, “claims that
these analyses have zero error rates are not scientifically plausible”
([10]; p. 142). Indeed, there have been documented cases of erro-
neous identifications in fingerprinting as well as in firearms, and
more than half of the known wrongful conviction cases have
included flawed forensic science evidence [12]. Forensic experts
have unsubstantiated, unrealistic and false beliefs regarding their
errors [13].

The “known or potential rate of error” is important information
for considering the weight of the evidence, and it is one of the
factors judges need to consider for legal admissibility of expert
testimony under Daubert v. Merrill Dow Pharmaceuticals ([14], p.
594). Although some analyses suggest that judges do spend time
analysing error rates in making admissibility decisions [15], surveys
of judges find that they overwhelmingly lack an understanding of
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error rates and scientific testing [16]. Forensic science techniques
have repeatedly passed the Daubert standard for admissibility,
even when they have no properly established error rates and even
when experts have implausibly claimed that the error rate is zero
(e.g., in Ref. [17]; see Refs. [18]).

In contrast to DNA that uses probabilities, or handwriting and
other forensic domains that use verbal scales with various degrees
(e.g., the items ‘probably’ or ‘very probably’ match), fingerprinting
and firearms experts most often testify in categorical terms: They
either conclude that there is a definite identification, a definite
exclusion, or, that they cannot determine (‘inconclusive’ —see
Ref. [19]). Even with expansion of categorical decisions to a verbal
scale with various degrees, the probative weight of these conclu-
sions cannot be understood without some sense of how often the
conclusions are erroneous. The lack of appropriately established
error rates, coupled with experts testifying in highly-confident
terms about their conclusions, can cause jurors to be misled
about the strength of the forensic evidence [20].

Establishing error rates is not a simple matter [21]. There are
many complex practical and theoretical challenges, from knowing
the ground truth and establishing appropriate representative data-
bases (e.g. Ref. [22]), and which ways to calculate error rates [23], to
issues of ecological validity and fortuitous factors that contribute to
errors (e.g. Refs. [24,25]). Furthermore, error rates may give insights
into forensic domains in general, but may say very little about a
specific examiner’s decision in a particular case [21] —a specific
examiner, in a specific case, may have a potential error that is much
lower (or much higher) than the general error rate in their field.

When considering a general error rate, there are many issues
that may impact error rates in casework that are often not
accounted for in error rate studies. As a result, the reported error
rates in such studies may be misleading. These may include: 1.
Dismissing and not counting errors because they are regarded as
‘clerical errors,’ 2. Selectively publishing only studies that reveal
low error rates, 3. Not mimicking the realities of casework which
can further increase errors, such as stress and bias [26,27], 4. Not
including inconclusive evidence as test items, and 5. Never count-
ing inconclusive decisions as potential errors (either excluding the
inconclusive decisions from calculations, or scoring them as correct
decisions). In this article we focus on how the latter two factors
have been misused in establishing error rates in the two major
forensic domains of fingerprint and firearms.

2. Inconclusives

A central factor in determining an error rate is what counts as an
error. In the widely used forensic domains of fingerprinting and
firearms, forensic experts can reach a conclusion of ‘inconclusive’
[28]. Clearly, some cases warrant such an inconclusive decision:
when the quantity or quality of the information in the evidence is
insufficient to reach a conclusion of identification or exclusion, an
inconclusive decision is correct [21]. In fact, such correct incon-
clusive decisions reflect good meta-cognitive abilities, and even
modesty, on the part of the forensic experts. However, an incon-
clusive decision can also be an erroneous decision. This is the case
when the evidence does contain sufficient quantity and quality of
information but is nevertheless determined as inconclusive rather
than an identification or an exclusion (see Ref. [19]).

It is important to realize that even though each latent forensic
evidence found at the crime scene either was, or was not, left by the
suspect (i.e., the ground truth of who deposited the mark), that
does not necessarily mean that there is sufficient information in the
latent evidence to justify reaching a definite conclusion (identifi-
cation or exclusion). For example, when the evidence is degraded or
damaged to a degree that there is very little-to-no information. In

such cases an inconclusive decision is the only correct decision (see
detailed discussion in Ref. [21]). Forensic examiners should be able
to reach the appropriate and correct decision given the quality and
quantity of information that is in the evidence. If not, then they are
making an error in judgment, an error, which needs to be counted
when measuring error rates.

These errors include reaching an identification (or exclusion)
decision where there is insufficient information to justify such a
decision; or conversely, reaching an inconclusive decision when
there is sufficient information to reach an identification (or exclu-
sion) decision. From a practical point of view, imagine a guilty
person not being prosecuted and sent to jail because the examiner
failed to make the identification decision and incorrectly concluded
an inconclusive (when there was sufficient information to justifi-
ably make an identification) —a clear error that should be counted
in error rates studies. Conversely, imagine an innocent person, not
being dismissed as a suspect because the examiner doing the
comparison failed to make the exclusion decision and incorrectly
concluded an inconclusive —again, a clear error that should to be
counted as an error. Hence, the question is not only about the
ground truth of who left the mark, but more about what is the
correct conclusion given the information available in the evidence.

Nevertheless, researchers have not properly considered the
possibilities of error related to inconclusives. For example, one
study of fingerprint experts showed that about 10% of the time the
same expert, examining the same pair of fingerprints, reached
different conclusions [29]. Despite this obvious error (when an
examiner looking at the same fingerprints reached different con-
clusions at different times, then at least one of their conclusions is
erroneous —the different conclusions cannot all be correct),
inconclusive decisions in this study were never considered as error;
errors were “only in reference to false positive and false negative
conclusions ...” (p. 2). In another fingerprint study it is stated that
“we have chosen to define an error for the present study, as a
definitive opinion (exclusion or individualization) that did not
reflect the ground truth” and “Thus, we have chosen not to cate-
gorize inconclusive opinions as errors per se” ([30]; p. 577 & 578).

Similarly, in the domain of firearms a study [31], found that
expert forensic examiners reached inconclusive decisions on
certain cartridge case comparisons, while other expert forensic
examiners reached definitive decisions on the same comparisons,
but both decisions were scored as correct —producing an “overall
error rate of 0%” (p. 56). Another firearms study [32] clearly stated
that “Since an inconclusive response is not an incorrect response it
was totalled [sic] with the correct response [sic] and figured into
the error rate as such” (p. 255).

A priori presuming that inconclusive decisions can never be an
error is problematic. If some examiners conclude an identification
(or exclusion) whereas other examiners conclude an inconclusive,
then at least some of the examiners are mistaken [33]. They noted
that “no such absolute criteria exist for judging whether the evi-
dence is sufficient to reach a conclusion as opposed to making an
inconclusive or no-value decision” (p. 7733) [33]). They are correct
that it can be hard, maybe sometimes impossible, to know who is
making the mistake, but it is obvious they cannot all be correct
when examiners reach different conclusions on identical compar-
isons. It is therefore a problem when Ulery et al. find that “It was not
unusual for one examiner to render an inconclusive decision while
another made an individualization decision on the same compari-
son” (p. 7737). Even more so, when it is not different examiners
(who may differ in their education, training or ability, or use
different thresholds), but as in their study, the same examiner
reached different conclusions on the same evidence about 10% of
the time [29]; see review and conceptual hierarchical model at [34].

This is a critical issue in determining error rates: If one refuses a
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priori to count inconclusive decisions as errors, then error rates may
be artificially and falsely reduced by making inconclusive decisions.
In fact, zero error rates are possible with such an approach:
regardless of anything, just reach inconclusive decisions for every
comparison and you will have a perfect score! As stated earlier,
inconclusive decisions can be appropriate and correct, but they can
also be erroneous. It depends on whether or not there is sufficient
quality and quantity of information to reach an identification or an
exclusion decision. Determining that is not a simple matter (see
details in Ref. [21]), but not ever counting inconclusive decisions as
error is conceptually flawed and has practical negative conse-
quences, such as misrepresenting error rate estimates in court which
are artificially low and inaccurate. Furthermore, not counting
inconclusive decisions as potential errors can lead examiners to
resort to inconclusive decisions more often during error rate studies
than they do in casework. Both of these factors seriously call into
question the accuracy of the error rates reported in existing studies.
For establishing accurate error rates, one needs to use an
appropriate study design that allows researchers to disentangle
correct and incorrect inconclusive decisions, as well as correct and
incorrect identification/exclusion decisions when the evidence is
inconclusive. This point is developed in detail below. We first deal
with ‘Classifying Inconclusive Errors’, i.e., how to correctly classify
and collect data to estimate error rates, specifically dealing with the
inconclusives as potential errors. Then, we deal with the ‘Implica-
tions for Error Rates’, i.e., how the framework for establishing error
rate differs from actual casework, and the consequences of that.

3. Classifying Inconclusive Errors

Existing error rate studies have two categories into which they
classify the evidence: either the test items come from the same
source, or they come from different sources. Then, there are three
possible decision options for the human examiner: identification,
exclusion, or inconclusive. Decisions are scored as correct or erro-
neous by their correspondence to the evidence (see Fig. 1, left
panel). Inconclusive decisions in existing studies are either always
counted as correct and thus added to the ‘correct decision tally’ (e.g.
Ref. [32]), or they are just not considered as either correct or
erroneous and thus excluded from any tally (e.g., Ref. [29]). Either
way, they are never considered or counted as erroneous.

A more appropriate study design would include a third category
ofinconclusive evidence (See Fig. 1, right panel). This design includes
cases where the evidence is inconclusive, a reality in casework, in

MISLEADING STUDY DESIGN

(current)
EVIDENCE
Same-source  Different-source
PARTICIPANT’S
DECISION
Identification Correct
Exclusion Correct
. Never considered as
Inconclusive . .
potentially incorrect

which evidence can be, and sometimes is, inconclusive (because the
quantity and quality of information is not sufficient to allow any
other conclusion —see discussion, above).

Including inconclusive evidence would allow researchers to test
whether and to what extent participants correctly or erroneously
make inconclusive decisions. Hence, in the proposed study design
there are two kinds of errors relating to inconclusives: First, an
inconclusive decision is reached when there is sufficient informa-
tion to decide on an identification or exclusion (the red cells in the
bottom row of Fig. 1, right panel); and second, when an identifi-
cation or an exclusion is reached when there is insufficient infor-
mation to justify such a decision (the red cells in the right column of
Figure, right panel). Establishing that inconclusive decisions can be
errors is theoretically and conceptually justified and clear, and is
also applicable to casework.

However, as a practical matter, determining which evidence falls
within this category is complicated. Ideally, determining when
evidence is inconclusive should be done using objective criteria
that ascertains whether the quantity and quality of the evidence is
“sufficient” to reach an identification or exclusion decision. Unfor-
tunately, most forensic domains currently lack such objective
criteria. Given that there is currently no objective way to determine
when evidence is inconclusive, we propose two different practical
and feasible ways to determine when evidence is inconclusive:

The first option is that the test items would be piloted by a panel of
independent experts who will be tasked with determining whether
there is insufficient quantity or quality of information to make a
source determination for each comparison. Comparisons deemed by
this group to lack sufficient quality or quantity of markings would be
classified as inconclusive evidence. Of course, this raises the question
(and concerns) about who will be the independent experts and how
will they carry out this task. What is clear is that this group will consist
of established experts, that they will determine which evidence is
inconclusive prior to the actual test study taking place, and that they
will not participate in the test study itself.

The second option is that the data from the actual test study be
used to make the determination of which evidence should be deemed
as inconclusive. The responses to each set of test items would be
examined to see what percentage of decisions were inconclusive and
what percentage were not inconclusive. If most examiners report the
comparison as inconclusive, then that evidence would be classified as
inconclusive (and hence an inconclusive decision would be deemed
correct and any other decision would be an error). However, if most
examiners deem a given comparison an identification or exclusion,

CORRECT STUDY DESIGN
(proposed)

EVIDENCE
Different-source

Inconclusive

Same-source

Fig. 1. The left panel is the widely used, and misleading, study design for establishing error rates. The evidence is either same- or different-source, and inconclusive decisions are
never counted as error. The right panel is the suggested and correct design for studying error rates, whereby evidence can be inconclusive. There are two kinds of errors relating to
inconclusive decisions: First, an inconclusive decision is reached when there is sufficient information to decide on an identification or exclusion (see red cells in the bottom row);
the second type of error is when an identification or an exclusion decision is reached when there is insufficient information to justify such a decision (see red cells in the right
column). (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)
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then an inconclusive decision would be deemed an error. This
approach for determining which evidence is inconclusive is based on
the test data, and assumes that most examiners make the correct
decision.

In summary, including the category of inconclusive evidence (see
right panel of Fig. 1) is critical in error rate studies. It allows re-
searchers to determine when inconclusive decisions are correct and
when they are erroneous. This enables a more accurate estimation of
error rates because it does not simply drop -or unjustifiably treat as
correct- inconclusive decisions, nor does it ignore the existence of
inconclusive evidence in casework. Whether a decision in an error
rate study is correct or incorrect must be made in reference to the
information contained in the evidence. It is a challenge to classify
which evidence falls in an inconclusive category, but we have sug-
gested a couple of practical ways this can be achieved. Failing to
include inconclusive evidence, and/or never counting inconclusive
decisions as potentially an error (or just not allowing to make
inconclusive decisions), yields misleading error rates.

4. Implications for error rates

Existing studies that fail to use a proper design are not able to
accurately estimate error rates because they fail to address incon-
clusive evidence and decisions. These studies just ignore the very
existence of inconclusive evidence, count automatically inconclu-
sive decisions as correct or just exclude them, and a whole myriad of
other flaws we specify below (e.g., Refs. [31,33,35]).

First flaw: Avoiding difficult and ambiguous cases where errors
are more likely to occur. The difficulty of test items in error rates
studies must reflect the distribution of difficulty in casework [21].
This is especially important as difficult cases are more prone to
error. Not having sufficiently difficult cases will artificially reduce
the error rate; conversely, including too many difficult cases will
artificially increase the error rate.

Inconclusive evidence is challenging, because it may contain
some similarities, but just not enough to reach an identification
decision, or, alternatively, may contain dissimilarities, but just not
enough to reach an exclusion decision. Although this makes the
decision-making process difficult and prone to error, it also reflects
the reality of casework. Hence, studies that do not include incon-
clusive evidence, by design, fall short of reflecting casework and
thus provide inaccurate error rate.

As detailed above, although the ground truth is that the evi-
dence either comes from the same source or it comes from a
different source, that does not mean that the available information
in the evidence is sufficient to justify reaching a conclusion that the
item is or is not from the same source. Not including such incon-
clusive items in error rate studies is a major problem, as it mis-
represents the reality of evidence in casework, and thus will
provide a misleading error rate. As noted, all of the existing studies
in the domains of fingerprints and firearms suffer from this flaw.

Second flaw: Excluding inconclusive decisions from analysis and
error rate calculations. Since inconclusive decisions can be errors,
when there is sufficient information to reach an identification (or
exclusion) decision (see Fig. 1, and earlier discussion), excluding
them may well mean that errors that should be counted within the
error rate calculation are ignored. This artificially reduces the error
rates and causes them to be misleading.

Excluding inconclusive decisions from error rate calculations is
especially problematic when inconclusive decisions are made in
the difficult comparisons, which are more prone to error. Indeed,
the findings in a fingerprint error rate study showed that “partici-
pants reported more inconclusive decisions than correct identifi-
cations for latent trials that were rated the most difficult to
compare” ([36]; p. 66). This means that if inconclusive decisions are

excluded from calculating the error rate, then the error rates are
based more on the easy comparisons, since inconclusive decisions
are more often made in difficult cases.

Third flaw: Counting inconclusive decisions as correct decisions.
Even worse, rather than just excluding the inconclusive decisions
from error rate calculations, is including them and counting them
as correct decisions. In this case, potentially erroneous decisions are
not just ignored and not counted as error, but potential errors are
being counted as correct decisions.

Although some studies are explicit about counting inconclusive
decisions as correct (e.g. Ref. [32]), other studies implicitly count
inconclusive decisions as correct by the virtue of how they calculate
error rates (e.g., Ref. [35]). Calculating error rates involves dividing
the number of incorrect decisions by the total number of decisions
(both correct and incorrect). If we label the incorrect decisions as X
and the correct decisions as Y, the error rate = X/(X + Y). Including
inconclusive decisions (labelling them as Z) as correct decisions,
means that error rate is actually calculated as = X/(X + Y + Z), thus
reducing the error rate.

Fourth flaw: Examiners resort to making more inconclusive
decisions during error rate studies than they do in casework. The
problem with error rates not reflecting casework is further multi-
plied because examiners resort to inconclusive decisions in error
rate studies more often than they do in actual casework. Indeed, the
prevalence of inconclusive decisions in error rate studies is quite
remarkable. For example, in the domain of firearms, the percentage
of inconclusive decisions in some studies is almost a quarter of the
total decisions (e.g., [35], and in other studies almost half the de-
cisions are inconclusive [37]). In one study, 98.3% of the decisions
were inconclusive, leaving a maximum ceiling of only 1.7% as
potentially the highest possible error rate [38].

It is important to remember that in most error rate studies ex-
aminers know they are participating in error rate studies and
therefore might modify their decision making, particularly if they
know that inconclusive decisions never counted as an error. There
can be additional reasons for the discrepancy in the use of incon-
clusive decisions between case work and error rate studies, for
example in casework examiners may be pressured to reach a def-
inite decision because “an examiner who is frequently inconclusive
is ineffective and thereby fails to serve justice” ([33]; p. 7737). In
contrast, in error rate studies, examiners might have pressure to
reach inconclusive decisions. Examiners not only know that they
are taking part in a study (which already impacts performance, see
Ref. [9], but that it is an error rate study, and that errors they make
in the study may cast doubt on the field they have been working
and invested in, e.g., “The examiners understood they were
participating in a blind validation study, and that an incorrect
response could adversely affect the theory of firearms identifica-
tion” ([38]; p.132). Furthermore, the results may be used in court to
undermine them and their profession. Because they know that any
inconclusive decision they make will not be counted as an error
(and may even be counted as correct), it is not surprising that ex-
aminers resort in error rate studies to inconclusive decisions.

Regardless of why there is a difference between casework and
error rate studies, if examiners resort to inconclusive decisions
more often in error rate studies than they do in casework, then the
error rates observed in studies do not accurately reflect casework.

We listed four flaws regarding the design and interpretation of
existing error rates and how they deal with inconclusive decisions
and evidence. These flaws have real implications for how error rates
are calculated and (mis)used (we do not make a claim that the
misuse is intentional). For example, in the domain of firearms [31],
report “an overall error rate of 0%” (p. 57). This error rate counts 207
inconclusive decisions as correct. However, some of these incon-
clusive decisions could be errors, potentially giving an overall error
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rate of up to 8.2%. So, the actual overall error rate within the pa-
rameters of this study is between 0% and 8.2%, depending how
many of the inconclusive decisions were incorrect. Either of the two
extremities of the range, 0% and 8.2%, could be correct -if all the
inconclusive decisions were correct or if all the inconclusive deci-
sion were incorrect, respectively.

Similarly, the 746 inconclusive decisions in [35] could poten-
tially include errors, which means that the overall error rate can be
as high as 22.8% (the extremity of the range, if all inconclusive
decisions are incorrect) —drastically higher than the other ex-
tremity of the range (if all inconclusive decisions are correct), the
~1% error rate reported in the study.

Fingerprint research mirrors that found in firearms. For example
[33], provide data on false identification and false exclusions, but
never consider any of the many inconclusive decisions found in the
study as errors (over a third of all decisions), nor do they seem to
include inconclusive evidence in their study. Interestingly they
define inconclusive decisions as “The comparison/evaluation deci-
sion that neither individualization nor exclusion is possible” (p. 24
of Appendix). Hence, by their own definition: A. An inconclusive
decision is incorrect when an identification or exclusion is possible.
And, B. An identification or exclusion are incorrect when evidence
does not allow identification or exclusion (i.e., when inconclusive is
correct). However, these were not included in their calculations of
error rates.

5. Summary and conclusions

Error rates are a critical measure of performance and are espe-
cially important in forensic science. However, error rates are a
complex construct which have a whole host of challenges and
difficulties that stand in the way of establishing an accurate mea-
surement [21]. One set of issues surrounds inconclusives (other
issues, beyond the scope of this paper, include selectively pub-
lishing only studies that reveal low error rates and not mimicking
the realities of casework which can further increase errors, such as
stress and bias).

Inconclusive evidence and inconclusive decisions have received
very little attention, including examining the circumstances for
when inconclusive decisions are correct and when they are erro-
neous [19]. Although inconclusive evidence and decisions are less
likely to be presented in court, they are indirectly presented (and
misused) in court as part of error rate data. Erroneous decisions,
including erroneous inconclusives, and inconclusive evidence
should be accounted for in error rate studies, and failing to do so
results in measurements that are misleading and inaccurate.

In this paper we showed that existing error rate studies have
failed to address the issues of inconclusives in two distinct ways,
both in terms of the evidence (not including inconclusive evi-
dence), as well as in terms of decisions (not considering inconclu-
sive decisions as potential error). We furthermore identified four
specific flaws in existing error rate studies, and we proposed an
experimental design that will address these problems and provide
a more accurate estimate of error rates. We further proposed
possible ways to determine how to classify evidence into the
category of inconclusive, as well as how to determine when de-
cisions are incorrect (both when inconclusive evidence is incor-
rectly determined as an identification or exclusion, and when
inconclusive decisions are incorrect).

Without addressing and fixing these issues, error rate studies
fall short, and produce inaccurate and misleading error rate esti-
mates. Beyond error rates, thinking about when evidence is
inconclusive, and when inconclusive decisions are correct or
incorrect will benefit forensic science in its own right.
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