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When it comes to questions of fact in a legal context—
particularly questions about measurement, association, 
and causality—courts should employ ordinary standards 
of applied science. Applied sciences generally develop 
along a path that proceeds from a basic scientific discovery 
about some natural process to the formation of a theory 
of how the process works and what causes it to fail, to the 
development of an invention intended to assess, repair, or 
improve the process, to the specification of predictions of 
the instrument’s actions and, finally, empirical validation 
to determine that the instrument achieves the intended 
effect. These elements are salient and deeply embedded 
in the cultures of the applied sciences of medicine and 
engineering, both of which primarily grew from basic 
sciences. However, the inventions that underlie most 
forensic science disciplines have few roots in basic science, 
and they do not have sound theories to justify their 
predicted actions or results of empirical tests to prove 
that they work as advertised. Inspired by the “Bradford Hill 
Guidelines”—the dominant framework for causal inference 
in epidemiology—we set forth four guidelines that can 
be used to establish the validity of forensic comparison 
methods generally. This framework is not intended as a 
checklist establishing a threshold of minimum validity, as 
no magic formula determines when particular disciplines or 
hypotheses have passed a necessary threshold. We illustrate 
how these guidelines can be applied by considering the 
discipline of firearm and tool mark examination.

forensic science | Daubert | measurement | research methodology |  
decision- making

Forensic science has a long and storied history, dating back 
more than a century and is presented glowingly in classic 
literature and popular media alike. Statements such as the 
latent print found at the crime scene “matches the defend-
ant’s fingerprint” or that a bullet was fired from “the defend-
ant’s gun to the exclusion of all other guns in the world” are 
commonplace (1). These claims, however, have had a place 
not just in fiction but are the stuff of everyday courtroom 
testimony. One might assume that such statements are based 
on scientific studies that demonstrate their validity. Given the 
weight that fact finders might give such categorical assertions 
(2), this literature should be large and robust, supporting such 
strong claims. Unfortunately, this is not the case.

Scientists and scientific organizations are increasingly rais-
ing significant concerns about the research methods used in 
the limited research that has been done on forensic pattern 
or feature comparison methods, including fingerprints, fire-
arms and toolmarks, bitemarks, footwear, and handwriting 
(e.g., refs. 3 and 4). Just on their face, forensic claims of 

individualization—linking a latent fingerprint to a particular 
person or a bullet to a specific gun—are inherently problem-
atic (5). Outside of a vanishingly small number of areas, applied 
science is inherently probabilistic. Most science is directed at 
identifying the general phenomenon of interest, such as 
whether smoking can cause lung cancer, which has been 
referred to as an “empirical framework” (6). Whether a per-
son’s lung cancer is attributable to his smoking is a diagnostic 
question and is usually described in probabilistic terms based 
on the research exploring the empirical framework. Whether 
a Category 5 hurricane will hit Miami tomorrow, a person of 
concern will commit a violent act in the immediate future, or 
an eyewitness identification is accurate when it is a product 
of a cross- racial identification, are all hypotheses or predic-
tions of fact that are inherently uncertain. Science gives us 
insights into the probability that such a hypothesis is true so 
that we might decide to evacuate Miami, hospitalize the per-
son of concern, or convict the defendant.

Complicating matters, most forensic feature- comparison 
techniques outside of DNA are products of police laboratories 
rather than academic institutions of science. Nevertheless, 
over the decades, courts admitted these claimed areas of 
expertise, mainly relying on the assurances of forensic prac-
titioners that they were valid. This practice shifted, however, 
with the U.S. Supreme Court’s decision in Daubert v. Merrell 
Dow Pharmaceuticals, Inc. (7). The Daubert Court interpreted 
Federal Rule of Evidence 702 to require judges to examine 
the empirical foundation for proffered expert opinion testi-
mony. As judges began asking about the methods, principles, 
and data that supported these areas of ostensible scientific 
evidence, they appeared to realize that little actual scientific 
work had been done on evidence that had long been rou-
tinely admitted (8).

Despite lacking the necessary scientific foundation, courts 
turned somersaults to continue admitting forensic comparison 
evidence in criminal trials. Courts initially ruled that Daubert’s 
gatekeeping requirement only applied to “scientific” evidence 
and found most forensic areas to be “specialties,” not “science.” 
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When the Supreme Court overturned this interpretation of the 
rule, courts still largely brought little rigor to their evaluations 
of non- DNA forensic evidence. Yet, over the last two decades, 
courts should have been alerted to the tenuous scientific foun-
dation on which most forensic comparison fields are built. An 
early warning was sounded by Donald Kennedy in a 2003 
Science editorial questioning the fundamental tenets of non- 
DNA forensic techniques (9). In addition, an extensive critique 
of these fields appeared in 2009 in a Report by the National 
Research Council (NRC), which found the following:

With the exception of nuclear DNA analysis… no forensic 
method has been rigorously shown to have the capacity 
to consistently, and with a high degree of certainty, 
demonstrate a connection between evidence and a 
specific individual or source (3).

The President’s Council of Advisors on Science and Technology 
(PCAST) conducted a second review of forensic comparison 
methods in 2016 (4) and came to similar conclusions as the 
2009 NRC Report. Despite being admitted in courts in some 
cases for over a century, most forensic comparison methods 
have yet to be proven valid (10). While some courts have 
begun to heed these criticisms, and others have struggled to 
understand them, most judges continue to admit these 
forms of forensic evidence without serious scientific review 
(10–12).

This laxity appears to be a dual function of the law’s inertia 
and ignorance of science. The inertia is largely a product of 
the role precedent (or “stare decisis”) plays in judicial 
decision- making. The problem is that science operates on a 
fundamentally different premise. The law, by design, often 
perpetuates settled expectations embedded in past deci-
sions, however science, by design, often overturns settled 
expectations of past research findings or beliefs. The scien-
tific ignorance suffered by lawyers and judges is less under-
standable because so much of the content of modern civil 
and criminal cases is empirical. Daubert sought to impose 
on judges the responsibility for understanding the empirical 
grounds on which expert testimony relies and tasks lawyers 
appearing before them to understand the bases for the 
expert opinions they introduce or oppose.

The Daubert holding requiring judges to be gatekeepers 
against bad science is codified in Federal Rule of Evidence (FRE) 
702, which most state courts largely follow. Rule 702 highlights 
the critical importance of empirical validation of scientific instru-
ments, methods, and theories and requires that the expert has 
“reliably applied” those valid “principles and methods to the 
facts of the case.” [FRE 702(d)] To assist trial judges in their 
responsibilities under Rule 702, the Daubert Court identified 
five nonexclusive factors that trial courts should consider when 
evaluating scientific evidence: Is the basis for the scientific tes-
timony “testable,” and has it been adequately tested? What is 
the error rate associated with the science or technique? Do 
adequate standards exist for the application of the method or 
technique? Were the findings relied on in court published in 
peer- reviewed journals? In addition, is the basis for the expert’s 
testimony generally accepted in the relevant field?

While eminently reasonable—and, indeed, these factors 
largely reappear, explicitly or implicitly, in our discussion 
below—courts have had considerable difficulty employing 
the Daubert factors or Rule 702’s standards (13). The 

problem is that the applied sciences appearing in court typ-
ically present these factors in highly variable ways. What 
adequate testing means in toxicology may not be the same 
as in neuroscience. The forensic pattern comparison disci-
plines present unique challenges regarding testing, measur-
ing error, devising standards, providing peer review, and 
reaching consensus among those knowledgeable about the 
field. To the extent courts wish to take their gatekeeping 
function seriously and critically evaluate the proffered scien-
tific evidence, they need more help than Daubert’s five 
generic factors of sound science have so far provided.

In this Article, we set forth four guidelines that can be used 
to evaluate the validity of forensic feature- comparison meth-
ods designed to identify the source of a piece of forensic 
evidence. These guidelines are intended principally as param-
eters that scientists can use in designing and assessing foren-
sic feature- comparison research. At the same time, since 
evidentiary rules scrutinize the science that underlies the 
testimony proffered in court, these guidelines should serve 
judicial purposes as well. Feature- comparison methods rou-
tinely involve a trained human examiner visually comparing 
a patterned impression left at a crime scene—fingerprints, 
tire tracks, firearm and toolmarks—to a known exemplar and 
making a subjective judgment about whether the patterns 
are sufficiently similar to conclude that they share a common 
source. In setting forth scientific guidelines for evaluating 
forensic comparison methods, we primarily use the domain 
of firearm and toolmark (FATM) identification for our discus-
sion. This area has recently received considerable attention 
from researchers and courts (10, 14). It thus offers a robust 
example of how these guidelines might be employed to 
establish forensic comparison methods generally.

A Guidelines Approach for Evaluating Forensic 
Feature- Comparison Methods

In a highly influential article, Sir Austin Bradford Hill proposed 
a set of guidelines by which scientists could evaluate cause- 
and- effect claims in epidemiology (15). Hill’s motivation was 
eminently practical: How could doctors identify and prevent 
occupational hazards from causing illness or death without 
first understanding which factors are causally related to sick-
ness and injury? To that end, Hill delineated nine “aspects of 
association” that should be considered when evaluating causa-
tion. Although advances in technology and statistics have 
necessitated minor updating, the “Bradford Hill Guidelines” 
remain the most frequently cited and dominant framework 
for causal inference in epidemiology (16). Indeed, since 
Daubert, courts regularly rely on Hill’s Guidelines in medical 
causation cases (17). Using Hill’s approach heuristically, we 
propose that a guidelines approach can be of similar value for 
evaluating forensic pattern comparison techniques.

Inspired by Hill’s framework for causal inference, we sug-
gest the following guidelines by which to evaluate forensic 
pattern- comparison methods:

1.   Plausibility
2.   The soundness of the research design and methods: 

construct and external validity
3.   Intersubjective testability: replication and reproducibility
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4.   The availability of a valid methodology to reason from 
group data to statements about individual cases

Close examination of these guidelines reveals that they are 
directed at both the conventional general or group level at 
which science ordinarily operates and the added question of 
how or whether more individualized statements about a spe-
cific source might be made. For example, in medical causation, 
research might well support statements such as Benzene sig-
nificantly increases the population risk of leukemia; whether 
the research literature permits the statement that the plain-
tiff’s leukemia was caused by Benzene exposure is a very dif-
ferent question (18). Forensic comparison examiners similarly 
claim the ability to make class- level statements—such as a 
bullet was shot from a Glock pistol—analogous to the group- 
level conclusions drawn in epidemiology. However, forensic 
examiners also make the much more ambitious claim that 
they can identify the specific source—such as a bullet was shot 
from the defendant’s Glock. Hence, the first three guidelines 
are primarily directed at the empirical framework question, 
and the last guideline specifically considers the diagnostic 
question regarding making statements about individual cases.

The Guidelines. The guidelines set forth in this section are not 
intended as a checklist by which forensic pattern comparison 
fields might be evaluated. No magic formula tells researchers, 
much less courts, when particular disciplines or sets of 
hypotheses have passed a necessary threshold. Science is 
mainly a progressive enterprise, and our confidence, or lack 
of confidence, in a theory or hypothesis correlates with the 
amount and quality of the evidence supporting or refuting 
it. Therefore, none of these guidelines are, individually, 
necessary nor sufficient to support a conclusion regarding 
a forensic comparison method. Indeed, they are meant, like 
Hill’s guidelines, to operate cumulatively, to provide more or 
less confidence in such opinions.

The guidelines for forensic comparisons set forth below 
provide four continuous measures intended to inform reason-
ing and decisions about the degree to which evidence proffered 
to a court satisfies issues regarding the plausibility of the 
hypotheses or theory of the field, the soundness of the research 
design and methods, the adequacy of the testing done, and 
the availability of a means to reason from group data to indi-
vidual cases. Our objective is twofold. Primarily, as was the case 
with Hill’s guidelines originally, to inform researchers seeking 
to validate empirical propositions that are readily amenable to 
test, but which are inherently probabilistic and whose “proof” 
is multidimensional. Secondarily, as Hill’s guidelines have come 
to be employed, to help guide judges’ decisions regarding the 
admissibility of forensic examiners’ testimony, so that they—
and the attorneys appearing before them—are provided direc-
tion about the background needed to evaluate the degree to 
which the evidence satisfies each guideline.

Plausibility. A fundamental starting point for all hypotheses 
in science concerns their basic plausibility. While it is relatively 
straightforward to assess the degree to which measures A 
and B are correlated with one another, if we are to seriously 
consider the hypothesis that A is a cause of B, there ordinarily 
exists a theory or potential mechanism to explain how that 
effect comes about. For instance, given what is known about 

physical forces, the belief that the alignment of the stars 
at someone’s birth affects their personality is implausible. 
Similarly, tea leaves, crystal balls, and the lines on the palm 
of someone’s hand are unlikely to foretell future events. 
In medicine, biological plausibility is inevitably considered, 
though sometimes plausible hypotheses turn out to be 
wrong—such as centuries of bleeding patients for congestive 
illnesses—and implausible hypotheses turn out to be 
correct—such as Barbara McClintock’s discovery of “jumping 
genes” (retrotransposons), initially considered implausible 
but now targets of medical treatment (19, 20).

Claims in forensic pattern comparison methods that a 
particular fingerprint or bullet can be identified to a particular 
finger or gun are certainly ambitious, though not obviously 
implausible. Indeed, courts’ faith in such claims seems to rely 
on little more than this plain plausibility assumption. A finger, 
gun, sneaker, or hammer all can leave marks that presuma-
bly contain identifying information. Matching those marks 
to their source seems reasonably straightforward and sen-
sible. However, plausibility is a more complicated question 
than common sense alone can provide. It often involves dig-
ging deeper into the theory and methods that purportedly 
permit statements such as “if A then B.” While fingers and 
guns do leave behind marks, an examiner’s ability to connect 
marks is presumably premised on the power of the theory 
or method they use to accomplish this feat.

For instance, the theory of toolmark comparison devel-
oped by the Association of Firearm and Tool Mark Examiners 
(AFTE) allows “opinions of common origin to be made when 
the unique surface contours of two toolmarks are in suffi-
cient agreement” (21). According to this theory, “sufficient 
agreement”:

Is related to the significant duplication of random 
toolmarks as evidenced by the correspondence of a 
pattern or combination of patterns of surface con-
tours. Significance is determined by the comparative 
examination of two or more sets of surface contour 
patterns comprised of individual peaks, ridges and 
furrows…. Agreement is significant when it exceeds 
the best agreement demonstrated between tool-
marks known to have been produced by different 
tools and is consistent with the agreement demon-
strated by toolmarks known to have been produced 
by the same tool.

Finally, according to the AFTE theory, statements “that ‘suffi-
cient agreement’ exists between two toolmarks means that 
the agreement is of a quantity and quality that the likelihood 
another tool could have made the mark is so remote as to 
be considered a practical impossibility.”

A fundamental plausibility problem arises in this theory 
with the standard employed to determine when marks on 
two items might be said to have a common source. As noted, 
the theory provides that “[a]greement is significant when it 
exceeds the best agreement demonstrated between tool-
marks known to have been produced by different tools and 
is consistent with the agreement demonstrated by toolmarks 
known to have been produced by the same tool.” Hence, the 
AFTE theory presumes an ability among examiners to have 
in their heads a library of similar marks “produced by differ-
ent tools” and a library of similar marks “produced by the 
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same tool.” Judgments of identification are made by compar-
ing the marks in question to these libraries of “similar marks” 
and determining that the similarities, in this case, belong in 
the library of same source tools rather than the library of 
different source tools.

The human brain, however, does not operate in this fash-
ion. The AFTE theory contemplates that examiners behave 
the way a computer database might, systematically assessing 
the source of unknown marks to hundreds or thousands of 
remembered different- source marks and same- source 
marks and intuitively calculating the likelihood that the marks 
in question belong in one library or the other. This assess-
ment leads the examiner to determine whether “agreement 
is of a quantity and quality that the likelihood another tool 
could have made the mark is so remote as to be considered 
a practical impossibility.” However, human brains are not 
supercomputers permitting this sort of systematic compar-
ison of cases (22). While humans have modest memorization 
capabilities, the AFTE theory contemplates memory and ana-
lytical capacities that are implausible.

Although the AFTE theory of identification hypothesizes 
that the human brain functions like a supercomputer is 
implausible given what we know about brain function, this 
does not mean that pattern recognition is not viable. It may 
be that trained and experienced examiners develop a highly 
tuned intuitive ability to distinguish marks made by the same 
tools versus marks made by different tools. For example, 
experts are remarkably accurate at determining the biolog-
ical sex of day- old chickens—a challenging perceptual task—
even though the cognitive processes used to make these 
judgments are not well understood (23). Plausibility is an 
important consideration, but strong empirical proof could 
demonstrate a technique's validity even without an explana-
tion for why or how the technique works (24).

The soundness of the research design and methods. Desig­
ning research that could—in principle—lead to strong 
empirical proof is a complicated matter with many different 
considerations and tradeoffs (25). Study design is a technical 
skill that benefits from various courses on methods, statistics, 
and measurement, and often years of advanced training 
and practical experience (26). Generally speaking, studies 
must be high in construct validity—the extent to which a 
test measures what it is supposed to measure—if they are to 
provide an empirical foundation for a technique (27). Another 
consideration is external validity—the extent to which the 
results from a study can be generalized to a population. We 
discuss both of these factors in relation to FATM comparison, 
where tests are employed to measure performance metrics 
such as a false positive error rate. A key lesson is that the 
sheer quantity of empirical studies is not a substitute for 
quality and that a bevy of improperly designed studies does 
little to provide empirical proof that the technique works.

Accurately measuring performance (“construct validity”). 
The standard empirical approach to establishing the validity 
of a method or instrument in basic and applied sciences is a 
“black box” study (e.g., refs. 24 and 28). Performance is evalu-
ated as the probability that when presented with a known 
input, the method yields an expected output. Black box studies 
of forensic firearms examiners do not seek to understand how 

examiners reach their conclusions; they can only evaluate 
whether the conclusions are correct (4). For this reason, black 
box studies can provide only indirect corroboration of the AFTE 
theory; that is, such studies evaluate performance under the 
assumption that the comparator mechanism inside the exam-
iner’s brain is operating in accordance with the AFTE Theory 
(i.e., comparing the sensory difference between the present 
pair of known and unknown stimuli, to memorized libraries of 
marks produced by same tools, and memorized libraries of 
marks produced by different tools). Whether examiners are, 
in fact, following the theory as postulated by AFTE cannot be 
confirmed by a black box study. Nonetheless, a properly 
designed black box study can provide useful information 
about the average performance of examiners ostensibly fol-
lowing the AFTE theory, which may reveal examiner operating 
characteristics, ranging from input conditions for which exam-
iners are proficient to those that yield performance failures.

i.  Inapt design produces noisy measurements
Numerous studies of FATM identification have been con-

ducted since the late 1990s, possibly in response to the 
Daubert decision requiring proof of empirical testing and 
error rates (29). Participants (trained forensic examiners) in 
these studies, ostensibly employing the FATM theory, 
received input in the form of multiple known and unknown 
bullets and were instructed to determine which unknown 
bullets matched the known bullets. Participants were free to 
make the comparisons they chose and the exact compari-
sons made by participants were not tracked by the research-
ers. These studies—which were exclusively created and 
conducted by FATM examiners with no specialized training 
in research design, statistics, and measurement—report 
incredible levels of human performance: Across hundreds 
of examiners and thousands of comparisons, zero false pos-
itive errors were made (30).

There are three basic problems with this design, commonly 
referred to as a “set- to- set design” (4). First, the comparisons 
are not independent, making statistical calculations of perfor-
mance difficult, if not impossible. Second, because all of the 
unknowns have a corresponding known, participants could 
use a deductive process to reduce the number of possible 
matches for subsequent comparisons. Third, there were no 
true different- source comparisons (i.e., examiners were 
directly asked to evaluate two items fired by different guns), 
which is where a false positive error could theoretically hap-
pen. These issues make set- to- set designs inapposite for 
measuring examiner performance. While these studies have 
been presented in court by FATM examiners as precisely the 
empirical support that science demands (31), these fundamen-
tal design flaws are now widely recognized as precluding their 
ability to measure a false positive error rate. Simply put, the 
studies did not measure what they claimed to measure, and 
consequently, their results have been misrepresented in court.

Only in the last decade have FATM studies utilizing a 
 fundamentally appropriate design been conducted. This 
design—known as a sample- to- sample design—gives the par-
ticipant one “known” item and one “unknown” item and asks 
the participant to determine whether the unknown item came 
from the same source as the known item. The participant 
makes a judgment and then puts those items away. She is 
then presented with additional items to compare in the same 
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fashion. In this way, each comparison is independent, which 
makes calculating performance metrics relatively straightfor-
ward. To date, only five studies have utilized the sample- to- 
sample design, and these studies report false positive error 
rates of 1 to 2% (32–36). However, these studies suffer from 
different threats to construct validity that undermine their 
reported results.

ii.  Existing design fails to account for a critical aspect of per-
formance: inconclusives
Examiners following the AFTE Theory can reach three pos-

sible conclusions: identification; elimination; or inconclusive 
(21). Inconclusive is defined by AFTE as “an absence, insuffi-
ciency, or lack of reproducibility (of individual characteris-
tics)” (21). Inconclusives occur in casework since evidentiary 
samples recovered from crime scenes may be mangled or 
degraded and lack markings. One survey found that FATM 
examiners self- report about 20% of casework being incon-
clusive (37). The set- to- set studies described above (e.g., ref. 
30) consistently found zero or a few inconclusive responses, 
which one might expect given that the studies prescreened 
some of the test items to ensure that they had sufficient 
markings. However, the recent sample- to- sample studies 
report inconclusive responses in upward of 50 to 70% of all 
responses (34, 35), strongly suggesting the possibility that 
examiners are behaving different on a test than they do in 
casework. Interestingly, inconclusive responses are far more 
common when examiners compare bullets that were not 
fired by the same gun—and hence should be an elimination 
or exculpatory evidence—than when bullets were fired by 
the same gun—and hence should be an identification or 
inculpatory evidence (38).

How to interpret inconclusive responses on a test is a mat-
ter of significant dispute, with some arguing that they are 
not “errors” and others arguing that they are “potential 
errors” that seriously undermine the reported false positive 
error rates (39–44). In effect, examiners elided the difficult 
comparisons and aced the comparisons they selected to 
answer. Unfortunately, this debate about interpreting incon-
clusive responses cannot be resolved based on the existing 
studies. Therefore, even a rough estimate of the false posi-
tive error rate—a key metric for Daubert purposes—remains 
elusive (44). However, there are several important lessons 
to be learned here.

First, the recent findings on inconclusive responses 
demonstrate how improperly designed studies have masked 
a significant category of responses that could have real impli-
cations when the technique is applied in forensic contexts 
(45). Moreover, those studies have misrepresented perfor-
mance metrics (e.g., error rates) to judges and fact- finders. 
Second, the existing sample- to- sample studies (e.g., refs. 
32–36) are poorly designed in that roughly half of the 
responses are ambiguous and uninterpretable. In other sci-
entific contexts, inconclusive can be the correct answer. For 
example, a medical screening test for cancer might return 
an ambiguous result, necessitating additional, possibly more 
expensive and intrusive tests. FATM studies could follow suit 
and include by design ambiguous comparisons for which 
inconclusive is the correct response (39, 46). Statistical tech-
niques have been developed to analyze expert performance 
in which inconclusives or multiple other categories exist (46). 

Third, the existing sample- to- sample studies reveal an impor-
tant characteristic of how FATM examiners operate: They are 
very unlikely to call inconclusive for inculpatory evidence and 
very likely to call inconclusive for exculpatory evidence (38). 
This asymmetry is not contemplated in the AFTE protocol 
and therefore reveals a significant discrepancy between the 
AFTE theory and how it is effectuated by practicing FATM 
examiners.

iii.  Lack of control group
The usual practice in research is to create comparison 

groups, often referred to as experimental and control groups, 
in order to measure the performance or effects of some 
variable of interest. Indeed, the Food and Drug Administration 
typically will not approve drugs for commercial use unless 
the validation study contains a (placebo) control group to 
which the treatment group is compared (47). The threshold 
question is whether the drug produces its intended effect to 
a greater extent in the experimental group, rather than the 
control group.

The analog to treatment and control groups in the forensic 
pattern comparison domains is comparing the performance 
of experts to novices. In science, expertise is defined as supe-
rior performance within the particular domain of claimed 
expertise (48). Demonstration of superior performance 
requires direct comparison of experts to novices. This feature 
is glaringly absent in FATM research. Without suitable con-
trols, these studies provide no information regarding the 
difficulty of the tasks presented, differences between groups 
of examiners based on level of experience and training, dif-
ferences in performance rates between alternative methods 
or protocols of identification, and so forth (49). Indeed, a 
group of untrained defense attorneys passed one study “with 
flying colors”—despite the fact that the study had been prof-
fered in multiple court proceedings as evidence validating 
the FATM field (50).

Some pattern comparison methods have included con-
trol groups in their studies, though these studies have 
tended to be small in scale and rare (51). Beyond simply 
comparing performance, these studies provide important 
insights into the decision- making processes of experts, 
such as how those processes might differ from novices 
(e.g., more conservative in calling identifications), and what 
types of comparisons might require more training or rep-
resent a hard limit on the capacities of human decision 
makers (52).

Generalizing research findings to fieldwork (“external 
 validity”). A fundamental goal in scientific research is to 
 elucidate general principles that have the power to make 
accurate predictions across a broad range of conditions in 
the real world. Experimentation conducted in a laboratory 
has multiple benefits, including tight control over extraneous 
variables and knowledge of ground truth of the comparisons 
presented to participants in black box studies. However, 
these benefits come at a cost: Concerns are frequently 
expressed about the artificiality of the laboratory simulation 
or the extent to which results from a sample of participants 
apply to a broader population.

The ability to generalize laboratory findings is known as 
“external validity” (53). External validity is an empirical question 
that must be established through testing. Basic scientific 
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studies reveal the operating characteristics of vision—sensi-
tivity, discriminability, and recognition ability—have demon-
strated external validity well beyond the conditions of the 
experiments in which they were revealed (54–56). However, 
the external validity of FATM black box studies has not been 
tested and has been challenged on two grounds: the lack of 
correspondence between the research studies and fieldwork 
and how the participants were sampled. Both factors have led 
commentators to argue against presuming the results of exist-
ing black box studies apply to the field writ large.

i.  Important differences between research and fieldwork
In research studies, examiners know they are participating 

in a study designed to measure their performance, and they 
are instructed to work alone and not to consult peers or have 
their work reviewed by peers. This differs from casework in 
that accredited laboratories require a “peer review” or veri-
fication by a second examiner. How this second review might 
impact the results of a FATM examination is unknown. For 
example, some have argued that errors committed in a 
research study would have been detected in casework by 
the second examiner reviewing the first examiner’s work (32, 
57). Therefore, the error rates in casework would be lower 
than the error rates reported in studies. This conjecture is 
ultimately an empirical question, and it critically depends on 
the second examiner being blinded to the conclusion reached 
by the first examiner—which is quite uncommon in labora-
tories and not required by accrediting bodies (58). Not sur-
prisingly, then, evidence indicates that it is very rare for 
examiners to disagree with one another in casework (37).

Another concern is that examiners may behave differently 
under testing conditions than they would in casework. The 
fact that 50 to 70% of study responses are inconclusive while 
the rate of inconclusives in casework is considerably less 
suggests that something is afoot. Specifically, examiners par-
taking in a study may alter their thresholds for identification 
decisions relative to the thresholds employed in laboratory 
studies (59, 60). As a result, examiners may be more likely to 
call inconclusive on a test, than in casework, since inconclu-
sive responses occasion no negative consequences.

Recognition of this issue has motivated the use of “blind 
proficiency testing,” where sample items are filtered into case-
work unbeknownst to examiners (61). Koehler has appropri-
ately been advocating for blind proficiency testing for over a 
decade, unfortunately to little effect (62). A notable exception 
has been a testing regime conducted at the Houston Forensic 
Science Center, which regularly includes test items in case-
work to ensure laboratory procedures are followed (63). This 
testing regime is a strong counter to the oft- made claims that 
blind testing is too costly, impractical, or even impossible. 
While costly in terms of time and resources needed to defeat 
examiner awareness of being tested (64), this testing method 
has far greater external validity for estimates of examiner 
performance on actual casework (42).

ii.  Sample selection effects
Laboratory studies rely on a sample of examiners in the 

hope that the findings from the sample can be extrapolated 
to the broader population of examiners. Unfortunately, stud-
ying the entire population of FATM examiners is infeasible, 
so studying a sample of examiners is necessary. The ability 

to extrapolate the findings of a sample to the broader pop-
ulation critically depends on several factors related to how 
the participants are selected and whether they drop out of 
the study or fail to complete items randomly (44).

Before one even considers drawing a sample from a pop-
ulation of examiners, the population needs to be clearly 
defined. It might, for example, consist of all registered voters 
in the United States in 2016 if one were interested in predict-
ing who might be elected President of the United States. 
However, in the FATM domain, would this be all FATM exam-
iners? Only those accredited by AFTE? Only those who 
 regularly testify in criminal trials? etc. What’s more, the size 
of these populations is unknown. For example, it has been 
estimated that AFTE has approximately 1,200 members, 
though a sizeable portion is thought to be inactive and lacks 
a valid email address. This lack of information makes it 
impossible to assess whether the demographics of a given 
sample mirror the population. It also precludes the use of 
probability sampling methods—the gold standard for 
 collecting representative samples in science (65).

All of the FATM studies rely on volunteers. Research across 
various domains finds that volunteers willing to participate 
in research perform differently than nonvolunteers (66). 
Using volunteers creates the danger that performance 
among research subjects is better (or different) than what 
could be expected from typical examiners. If those with high 
confidence, and potentially better skills, are subjects in the 
research, the results provide no insights regarding the aver-
age performance of examiners in the field. Indeed, Koehler 
noted, “A testing programme that relies on voluntary partic-
ipation will not produce trustworthy data because the sam-
pled population may no longer be representative of testifying 
examiners (62 at p. 94).”

An interesting aspect of the concern over representative-
ness is the question of whether the experience and training 
of an examiner affect performance. A cornerstone principle 
of FATM practice—and most all forensic pattern comparison 
methods—is that experience and training give examiners the 
expertise to distinguish same- source from different- source 
markings. However, in one study reporting on the relationship 
between experience and performance, none was found (67). 
This should have surprised the researchers, given findings on 
perceptual learning in general (68), but was largely left unex-
plored. This issue suggests a critical line of inquiry for future 
research and a possible variable on which decisions about 
the admissibility of FATM experts might be based (48).

Another significant concern in FATM research is attrition 
bias, which occurs when participants drop out of the study 
after initiating it. Analyzing only the results of the participants 
who chose to remain in the study can lead to biased statis-
tical estimates and faulty conclusions (69). As a rule of thumb, 
one group of medical researchers posited that concern about 
bias is warranted when 20% of participants drop out (70); 
one study of FATM examiners reported that 69% of the par-
ticipants who started the study failed to complete the entire 
study (67). Many FATM studies do not bother to report drop-
out rates (36).

An interesting remedy to the problems of relying on volun-
teers and attrition bias—other than surreptitiously including 
test items in casework—is to require all examiners to complete 
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the study. Koehler and Liu used this approach in the domain of 
latent fingerprint examination and found error rates signifi-
cantly higher than those in studies that rely on volunteers (71), 
which corroborates concerns about crediting the results of 
studies that rely on convenience samples of volunteers and that 
have an enormous amount of attrition.

Intersubjective testability: Replication and reprodu cibility. 
Sir Karl Popper, one of the leading philosophers of science of 
the Twentieth Century, identified intersubjective testability as 
a cornerstone of science (72). The problem addressed by this 
requirement is the subjective nature of scientific inference. 
Because of that subjectivity, conclusions from any individual 
study may be impacted by unique errors of measurement 
and bias, which can only be mitigated by a demonstration that 
the same results hold when the hypothesis is tested under 
different conditions and by other investigators. Bradford Hill 
(15) termed this the requirement for “consistency:”

The lesson here is that broadly the same answer has 
been reached in quite a wide variety of situations and 
techniques. In other words, we can justifiably infer 
that the association is not due to some constant error 
or fallacy that permeates every inquiry.

Popper’s standard for intersubjective testability is met by 
replication of study results—that is, the same results hold 
when the hypothesis is tested under the same conditions—
and reproducibility—that is, the same results hold when 
tested under different conditions (73). In forensic pattern 
comparison disciplines, the claim that a method is a valid 
means to make source identifications requires testing by 
multiple researchers/laboratories using a variety of testing 
paradigms to overcome subjective errors and biases. That 
consensus can only come from an accumulation of research 
studies across which stimuli, behavioral procedures, analy-
ses, and investigators are varied, but the results all provide 
support for the underlying hypothesis.

In the area of firearms and toolmarks, the intersubjective 
testability guideline has not been met in two critical ways. 
First, researchers have generally failed to provide the level 
of detail needed for independent examiners to replicate their 
studies. Second, and more problematically, the researchers 
almost exclusively belong to the guild of FATM examiners. 
We consider each of these issues in turn.

A fundamental tenet of reporting research results is that 
other researchers could repeat the study in full detail. 
Unfortunately, this has not happened in much of the firearms 
and tool mark literature. A striking example is a study by 
Smith et al. (74), who sent examiners a packet of bullets and 
cartridge cases along with a blank response sheet and 
instructions to “evaluate the evidence in its entirety and 
report any and all conclusions reached on the how the evi-
dence compares to other like items within the sample set, 
i.e., include all ID’s, eliminations, and inconclusives as appro-
priate.” The researchers attempted to decipher how many 
comparisons were actually made based on what participants 
wrote on the response sheet; however, this approach led to 
a number of comparisons that were not possible, and the 
researchers resorted to speculating about what comparisons 
the examiners made in the study. Thus, not only could other 
researchers not replicate the Smith et al. study, but it is 
unlikely Smith et al. could replicate their own study. Similarly, 

a study done by Keisler et al. (33) contained numerous ambi-
guities regarding how the testing was carried out, thus not 
permitting other researchers to replicate their findings. For 
instance, the researchers did not explain what pretesting 
was done, thus not providing information about the difficulty 
of the tasks. Moreover, the researchers did not control 
whether subjects completed the test employing their respec-
tive laboratory policies or whether they completed the 
assignment alone or received feedback or assistance from 
colleagues.

The second way that the firearms and toolmark literature 
has failed intersubjective testability is the lack of testing done 
by those without a stake in the outcome of the research. In 
medical research on a drug’s efficacy, for example, relying 
solely on research conducted by the drug’s manufacturer 
would be considered inherently problematic and has been 
shown to lead to proindustry results more frequently than 
when noninterested scientists conducted the study (75, 76). 
The same should be true for research on forensic pattern 
comparison methods. Much of the research in this area is 
carried out by forensic examiners with a horse in the race, 
most of whom are associated with forensic labs affiliated 
with law enforcement. Most of the research has been pub-
lished in the AFTE trade journal.

This latter point illustrates an issue that has been mis-
understood and mischaracterized since the 2016 PCAST 
Report (4). PCAST stated that an important consideration 
in examining a field’s foundational validity is “that a method 
has been subjected to empirical testing by multiple groups, 
under conditions appropriate to its intended use.” 
Referring specifically to the FATM literature, PCAST stated 
as follows:

The scientific criteria for foundational validity require 
appropriately designed studies by more than one group 
to ensure reproducibility. Because there has been only a 
single appropriately designed study, the current evidence 
falls short of the scientific criteria for foundational validity. 
There is thus a need for additional, appropriately designed 
black­ box studies to provide estimates of reliability.

This statement has since been misunderstood to suggest 
that PCAST believed that just one more study was needed to 
validate the entire field of firearms identification, despite the 
call for additional “studies.” Indeed, Eric Lander, the cochair 
of PCAST, lent ammunition to this misunderstanding when 
he wrote in a law review article, “With only a single well- 
designed study estimating accuracy, PCAST judged that fire-
arms analysis fell just short of the criteria for scientific 
validity, which requires reproducibility. A second study would 
solve this problem” (77). This led the scientifically naive to 
say that once a second study was completed, the work of the 
field was done (57).

While we might agree that a narrow hypothesis could gain 
support from two well- conducted independent studies, val-
idating an entire field with two studies—however well- 
conducted—is not possible. Indeed, this claim is often 
associated with the one black box study available in 2016, 
noted by PCAST in the quote above. That study, though 
“appropriately designed,” considered only cartridge- case 
comparisons. Could a second study on cartridge- case com-
parisons validate the entire field of firearms and toolmarks? 
Consider that the field includes comparisons of cartridge 
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cases of different materials (copper or steel), cartridge cases 
fired from a vast array of different guns, bullets involving 
different materials and guns, and so forth. Added to the 
extraordinary range of materials involved in pattern- 
matching bullets and cartridge cases are the differences in 
levels of training and experience among examiners and the 
variability of protocols among laboratories for carrying out 
this work. The suggestion that two studies could validate a 
field as vast as firearms and toolmarks is absurd on its face.

Reasoning from group data to statements about indi vidual 
cases. A fundamental disconnect between science and law 
concerns the application of group- level data to an individual 
case. Science deals in data that reveal general principles of the 
natural world; the law deals in inferences about a particular 
case. Although this issue of generalization from recognized 
scientific principles to individual cases has been recognized and 
extensively studied in other scientific domains, such as medical 
causation or risk assessments, it has been largely ignored in 
the context of forensic feature­comparison methods. Examiners 
unwittingly reason from general, group- level data to individual 
cases (“G2i”) without recognizing it as such (6, 78).

Perhaps the most salient example of this G2i problem 
occurs when discussing error rates. For example, a judge 
may ask “The examiner concluded an identification; what 
are the chances of a false positive error in the instant case?” 
Based on studies purporting to find a 1% false positive error 
rate, a common response is 1%. However, this response is 
either a logical failure [sometimes referred to as base rate 
neglect, the “transposition fallacy” or “prosecutor’s fallacy” 
(79)] or it is premised on an unstated and untenable assump-
tion about other information. A classic example used in med-
ical education nicely illustrates this principle (80).

Suppose a diagnostic test for cancer has a 1% false 
positive and false negative error rate. Further, suppose 
that this test is applied to a population with a base rate 
for cancer of 500/1,000. Now imagine the test comes 
back positive; what are the chances this person does 
not actually have cancer?

The test is 99% accurate—so, it will catch 495 of the 500 
with cancer. However, it commits an error 1% of the 
time so that it will come back positive for 5 of the 500 
without cancer. Thus, given the positive test, the 
probability that this person who tested positive for 
cancer does not actually have cancer (i.e., a false 
positive) is 5/500 or 1%.

Now imagine that the same test is applied to a 
population in which 1 in 1,000 individuals have cancer. 
Again, the test comes back positive. Now, what are the 
chances that this person does not have cancer? The 
test will probably catch the one person with cancer, but 
it will also come back positive for 1% of the 999 (or 
about 10 people) who do not have cancer. Thus, given 
the positive test result, the probability that this person 
who tested positive for cancer does not actually have 
cancer (i.e., a false positive) is about 10/11 or 91%.

As is apparent, the posterior probability—the probability that 
the hypothesis (cancer) is true given the evidence (positive 
test result)—highly depends on the base rate for the specific 

disease. The test in the second scenario was no less valid 
than in the first scenario. Yet, the resulting probability of a 
false positive is wildly discrepant: 1% vs. 91%!

This example illustrates two different principles. First, it 
demonstrates the transposition fallacy in assuming a test 
with a 1% error rate means there is a 1% chance that a 
positive test result is an error. Second, it illustrates the 
impact of the base rate on the answer to the question about 
the probability of an error in the instant case. In laboratory 
studies, the base rates of same- source and different- source 
comparisons are arbitrarily assigned by researchers and 
not applicable to casework. Notably, DNA analysts are gen-
erally not permitted to report posterior probability esti-
mates because the base rate is indeterminate and because 
a base rate or prior probability is beyond the scope of sci-
ence (81).

The indeterminacy of the base rates suggests that FATM 
examiners ought to be limited to making general group- level 
statements, not individualized statements. An example of 
such testimony might be “the bullet that killed the victim is 
consistent with having been shot from a 38 caliber Smith & 
Wesson, and there are approximately 10,000 such guns in 
circulation in the Southwest United States. Any one of those 
10,000 guns could have left similar striae found on the bul-
let.” Provided that the expert has a factual basis for this esti-
mate, one should note that this is still powerfully probative 
evidence: It reduces the universe of possible guns from over 
one billion firearms on Earth to a class of 10,000 (82). Future 
research on the frequency of different striae might enable 
examiners to reduce further the class of 10,000 Smith & 
Wesson guns in the Southwest United States. As it stands 
today, however, this research is a long way off. As a result, 
FATM examiners cannot provide even basic estimates, such 
as the number of Smith & Wesson guns in circulation, let 
alone in a particular jurisdiction at any given time.

Conclusion

Federal Rules of Evidence 702 is set to be amended in 
December 2023 (83). This amendment—the first in 20 years—
was occasioned due to concerns about judges failing to fulfill 
their gatekeeping function. The amended Rule 702 clarifies 
the evidentiary standard that must be met (i.e., a preponder-
ance of the evidence) by the proponent of the evidence and 
emphasizes that judges are responsible for assessing the 
admissibility of expert testimony rather than permitting the 
testimony and allowing the jury to determine its weight. This 
amendment ensures that judges will increasingly be forced 
to confront the quality of scientific evidence. The guidelines 
described in this article are primarily intended to establish a 
scientific baseline for the study of forensic feature- comparison 
methods. This baseline should help inform how research is 
conducted in this area of scientific inquiry. Ultimately, how-
ever, judges are obligated to evaluate whether expert testi-
mony is based on good grounds. These guidelines, therefore, 
should serve the secondary purpose of directing judges’ 
inquiries as they fulfill their gatekeeping responsibilities.

Data, Materials, and Software Availability. There are no data underlying 
this work.
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